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Abstract. Time series are sequences of observations ordered by time.
Detecting outliers in a set of time series is very important for many use
cases, including fraud detection and predictive maintenance. However,
this task continues to be difficult: First, time series may be of different
lengths and conventional distance measures like the Euclidean distance
can not capture their similarity well. Workarounds like feature engineer-
ing require domain knowledge and render solutions domain-specific. Sec-
ond, many existing techniques are supervised, but training labels are
expensive if not impossible to obtain. In this paper, we propose Multi-
Kernel Times Series Outlier Detection (MK-TSOD), a method that com-
bines the Fourier Transform, Global Alignment Kernels, and Multiple
Kernel Learning with Support Vector Data Description. We describe its
specifics, and show that MK-TSOD outperforms existing methods on
standard benchmark data.

Keywords: Time Series · Outlier Detection · Global Alignment Kernel
· Fourier Transform · Support Vector Data Description.

1 Introduction

Outlier detection is of fundamental importance for many real-world applications,
such as fraud detection or predictive maintenance. In such settings, data is often
collected over time; the data has the form of time series. In the literature on time
series, “outlier” either refers to anomalous subsequences [24] or to anomalous full
sequences [14]. This article addresses the latter, that is, detecting few outlying
time series from a set of time series.

Outlier detection in time series continues to be challenging, for two reasons:
(1) First, most outlier detection algorithms rely on a notion of distance to
quantify data dissimilarity. Yet, time series may have different lengths and be

This version of the contribution has been accepted for publication, after peer review
but is not the Version of Record and does not reflect post-acceptance improvements,
or any corrections. The Version of Record is available online at: https://doi.org/
10.1007/978-3-031-45275-8_46. Use of this Accepted Version is subject to the
publisher’s Accepted Manuscript terms of use https://www.springernature.com/

gp/open-research/policies/accepted-manuscript-terms.

https://doi.org/10.1007/978-3-031-45275-8_46
https://doi.org/10.1007/978-3-031-45275-8_46
https://www.springernature.com/gp/open-research/policies/accepted-manuscript-terms
https://www.springernature.com/gp/open-research/policies/accepted-manuscript-terms


shifted in time, which makes classic distance measures (e.g., the Euclidean dis-
tance) inadequate. As a workaround, many existing techniques rely on extracted
features instead of directly comparing the series by a distance measure. However,
extracting features limits the applicability of respective algorithms and gener-
ally leads to a loss of information. (2) Second, the outlier detection problem is
unsupervised in nature and typically imbalanced, that is, outliers are rare, so
that optimizing the parameters of outlier detectors is hardly feasible in practice.

One common way to tackle both problems is using dynamic time warp-
ing (DTW; [20]) together with Support Vector Data Description (SVDD; [23]).
SVDD is a kernel-based approach that encloses a predefined share of the data
within a hypersphere of minimal volume; points outside the sphere are outliers.
The kernel function quantifies the dissimilarity of the data in an implicit feature
space. However, DTW does not yield a valid kernel function; the theory [21,22]
supporting support vector-based approaches does not hold when using DTW
with SVDD [8].

In this paper, we propose a kernel-based method for time series outlier de-
tection that addresses all challenges identified above:

We propose Multi-Kernel Time Series Outlier Detection (MK-
TSOD). Our idea is to combine SVDD with multiple kernels, which can capture
frequency information of time series with fast Fourier transform, and time in-
formation with Global Alignment Kernels (GAK; [8]). Unlike DTW, GAK is
guaranteed to work with SVDD. We combine the time and frequency informa-
tion in an optimal way with Multiple Kernel Learning (MKL; [18]). MK-TSOD
has one parameter, the expected outlier ratio, which is intuitive to set.

We run extensive experiments on standard benchmark data. They reveal
that the proposed method outperforms the existing approaches on 9 out of 15
data sets with the balanced accuracy metric. We release the implementation
together with our experiments on GitHub.1

Paper outline: Section 2 presents related work. Section 3 presents the def-
initions and the existing elements our method uses. Section 4 introduces the
proposed approach. The experiments are in Section 5, and Section 6 concludes.

2 Related Work

While outlier detection has been well addressed for numerous types of data, e.g.,
numerical, categorical, mixed, or text data, detecting outliers from time series
remains particularly challenging.

Due to the lack of proper distance measures for time series, most outlier
detectors use extracted features instead. Examples are Highest Density Regions
(HDR; [15]), and α-hull [15]: HDR extracts features of the time series and then
applies Principal Component Analysis (PCA) to project the features to the first
two principal components. It then estimates the local density of each observation.
Observations whose density is below a threshold are the outliers. α-hull is similar

1 https://github.com/flopska/mk-tsod/

https://github.com/flopska/mk-tsod/


to HDR as it also uses PCA. However, instead of using a density-based approach,
it relies on α-convex hulls. Both algorithms use the same set of extracted features.

Finding a good set of features tends to be difficult. Established approaches
to find such sets are either expert- or algorithm-based. The expert-based ones
are costly and require domain knowledge. The algorithm-based ones, e.g., [6,16],
only target classification and regression, i.e., supervised settings.

DOTS (Detection of Outlier Time Series; [3]) does not rely on extracted fea-
tures, but clusters the data based on DTW and then uses the entropy to find an
optimal positioning of cluster centers. It ranks the “outlierness” of observations
based on their distances to the clusters. DOTS has more free parameters than
our approach, and several of them are difficult to optimize in an unsupervised
setting, e.g., the regularization parameter λ and the number of clusters k.

ADSL (Anomaly Detection algorithm with shapelet-based Feature Learning;
[2]) is so far the approach most related to ours, as it also bases on SVDD. The
main difference is that ADSL applies SVDD to a learned intermediate repre-
sentation, namely shapelets, but not explicitly to time series data, as we do. It
then classifies outliers based on their distance to the shapelets. However, this
approach is only successful in cases where shapelets are indeed a meaningful
representation.

The DeepSVDD [19] approach combines ideas from neural networks with the
outlier detection paradigm of SVDD, that is, it learns a hypersphere encom-
passing the networks representation of most observations with minimal volume.
— Similarly to SVDD, DeepSVDD labels points outside this sphere as outliers.
However, the algorithm is limited to data with fixed length and thus not appli-
cable to time series.

While theoretically unsound, support vector-based approaches with DTW-
based kernels can work in practice [13]. DTW-SVDD, ADSL, DOTS, HDR, and
α-hull form a set of strong baselines against which we compare in Section 5.

3 Background

This section summarizes the definitions (Section 3.1). To render the article fully
self-contained, we recall SVDD (Section 3.2), and GAK (Section 3.3).

3.1 Definitions

A function k : X × X → R is a kernel on an input space X if there exists a real
Hilbert space H and a map φ : X → H such that k(x, x′) = 〈φ(x), φ(x′)〉 for
all x, x′ ∈ X . We call φ the feature map and H the feature space of k [22]. The
corresponding Gram matrix for a subset {x1, . . . , xl} ⊆ X is the symmetric l× l
matrix Kk = [k(xi, xj)]

l
i,j=1 ∈ Rl×l.

A time series x with length n is a sequence x := (xm)nm=1 with xm ∈ R for
m = 1, . . . , n. In what follows, we consider the input space X = {x1, . . . , xl}, i.e.,
a set of l time series with potentially different lengths. The proposed method is



straightforward to extend to RD (D ∈ N), but for clarity, we consider observa-
tions taking values in R in what follows.

With those definitions, detecting outlying time series can be seen as finding
the l · θ time series that are the most dissimilar within a set of time series X ,
where the parameter θ ∈ (0, 1) specifies the expected ratio of outliers in that set.
Since outliers are rare, θ is typically small.

3.2 Support Vector Data Description (SVDD)

The construction of SVDD is similar to the well-known SVM (Support-Vector
Machine; [7]). In short, the goal is to solve the constrained optimization problem

minR2 + C
l∑
i=1

ξi, s.t. ‖φ(xi)− a‖2 ≤ R2 + ξi, ξi ≥ 0,

for i = 1, . . . , l, that is, to find a sphere with center a and radius R2 so that most
observations are enclosed. The slack variables ξi allow points to lie outside the
sphere with a penalty controlled by parameter C. [23] recommends setting

C = 1/(l · θ), (1)

where θ is the expected ratio of outliers in the data, and l the size of the data
set. Hence, θ can be chosen intuitively. The corresponding dual problem is

max
α

l∑
i=1

αik(xi, xi)−
l∑

i,j=1

k(xi, xj),

s.t.

l∑
i=1

αi = 1, 0 ≤ αi ≤ C,

(2)

for all i = 1, . . . , l and with Lagrange multipliers α = (α1, . . . , αl)
T.

Having obtained a solution to (2), a time series z ∈ X is an outlier if and
only if

‖φ(z)− a‖2 = k(z, z)− 2

l∑
i=1

αik(z, xi) +

l∑
i,j=1

αiαjk(xi, xj) > R2, (3)

with the radius R2 computed as

R2 = k(xk, xk)− 2

l∑
i=1

αik(xi, xk) +

l∑
i,j=1

αiαjk(xi, xk), (4)

with any xk ∈ X for which the corresponding Lagrange multiplier αk fulfills
0 < αk < C.



3.3 Global Alignment Kernels (GAK)

GAKs [8] extend DTW to the kernel setting. The definition of GAK bases on
the notion of alignment: An alignment π of length p between x, y ∈ X of lengths
n, n′ is a pair (π1, π2) that fulfills the following conditions:

Boundary & Monotonicity. The first observation in x must map to the first
observation in y and analogously for the last observations. Also, the align-
ment must be increasing. Formally, one has

1 = π1(1) ≤ · · · ≤ π1(p) = n,

1 = π2(1) ≤ · · · ≤ π2(p) = n′.
(5)

Continuity. There must not be any gap in the alignment path, i.e., each obser-
vation must map to at least one other observation. Further, there must not
be any repetition. Formally, for all 1 ≤ i, j ≤ p− 1,

π1(i+ 1) ≤ π1(i) + 1, π2(j + 1) ≤ π2(j) + 1,

(π1(i+ 1)− π1(i)) + (π2(i+ 1)− π2(i)) ≥ 1.
(6)

Adjustment Window. Given an observation xi ∈ R, i = 1, . . . , n of time
series x ∈ X and parameter T , xi must map to an observation yi ∈ R, i =
1, . . . , n′ of y ∈ X that is “sufficiently close”, i.e., strictly less than T steps
away and vice versa. Formally, for all 1 ≤ i ≤ p− 1

|π1(i)− π2(i)| < T. (7)

While not strictly necessary, the adjustment window condition speeds up the
computation by reducing the number of alignments considered without impact-
ing result quality by much [8]; we confirm this in our experiments.

The kernel kGAK sums all distances computed over alignments that satisfy
(5), (6), and (7):

kGAK (x, y) =
∑

(x′,y′)∈M(n,n′)

k(x′, y′), (8)

with M(n, n′) = {(x′π1
, y′π2

) | π = (π1, π2) ∈ A(n, n′)}, where A(n, n′) is the

set of all valid alignments, and where k(x′π1
, y′π2

) =
∏|π|
i=1 κ(x′π1(i)

, y′π2(i)
) for a

so-called local kernel κ.
[8] shows that kGAK is not positive definite for all such κ. This is problematic,

as (2) is then non-convex, and the global optimum might be not be found.
Additionally, the theory that supports kernel functions does not hold in such
cases. However, [8] proves that κ/(1 + κ) being positive definite is a sufficient
condition to guarantee that kGAK is positive definite and show that this holds
for the local kernel,

κ(x, y) = exp

{
−‖x− y‖

2

2σ2
− log

(
2− e−

‖x−y‖2

2σ2

)}
,



where, by abuse of notation, x, y ∈ R in our case, and ‖·‖ the Euclidean distance.
In turn, DTW is defined as the minimum distance over all valid alignments

DTW(x, y) = min
π∈A(n,n′)

|π|∑
i=1

∥∥xπ1(i) − yπ2(i)

∥∥2 , x, y ∈ X ,

with the corresponding DTW kernel

kDTW (x, y) = exp {−γ ·DTW(x, y)} . (9)

As DTW does not fulfill the triangle inequality, the kernel kDTW is not guaran-
teed to be positive definite, a problem one avoids with GAK.

GAK and DTW have a recursive formulation that one can compute with
dynamic programming. So their complexity when comparing two time series
of lengths n and n′ and dimensionality d is O(dnn′). As GAK only considers
alignments within a band of width T , its runtime reduces to O(dT min(n, n′)).

GAK and DTW only consider the time information of the respective time
series. But it is known that considering the frequency information can prove
beneficial when working with time series. The proposed method that we present
next builds upon this observation.

4 Multi-Kernel Time Series Outlier Detection

Depending on the characteristics of a time signal that one wishes to highlight,
it is common to represent the signal in the time or in the frequency domain. Ac-
cordingly, we propose a kernel kFFT (Section 4.1) that considers similarities in
the frequency domain, which we then combine with kGAK in an optimal fashion
with Multiple Kernel Learning (MKL; [18]). This guarantees that the proposed
method (Section 4.2) detects outliers by taking both time and frequency in-
formation into account. We analyze the runtime complexity of MK-TSOD in
Section 4.3.

4.1 Fast Fourier Transform Kernels

The Fourier transformation of a time series x = (xm)nm=1 is the sequence X =
(Xk)nk=1 of the Fourier coefficients

Xk =

n∑
m=1

xm exp

{
−2πi

(k − 1)(m− 1)

n

}
, k = 1, . . . , n,

with i2 = −1 the imaginary number. Let x, y ∈ X be time series of lengths
n, n′, having Fourier coefficients X = (Xk)nk=1, Y = (Yk)n

′

k=1, respectively. To
compare x and y, we propose kFFT as a modified Gaussian kernel that truncates
the sequence of Fourier coefficients, that is,

kFFT (x, y) := exp

−γ
t∑

j=1

(Xj − Yj)2
 , (10)



Collection of

{xi}mi=1, xi ∈ R

Input data

1. Compute Similarity
Matrices

l × l

l × l

kFFT (x5, x5)

kGAK (x5, x5)

k1,2 : Rm × Rm′ → R

2. Multiple Kernel
Learning

kGAKkFFT

Our Method

Outlier

{xi}mi=1 → {0, 1}

Output

(1)

(2)

w = MKL(kFFT , kGAK )

1

2

3

4

l

. . .

Time Series

. . .

Detection

!

(1 − w) +w

SVDD 1

2

3

4

l
Time

Frequency

Fig. 1: Schematic representation of the proposed outlier detection method.

with smoothing parameter γ, and 1 ≤ t ≤ min(n, n′). Hence, parameter t con-
trols the quality of the approximation by restricting the number of coefficients.

To select the bandwidth parameter γ in an unsupervised fashion, we use
an argument from [12], which states that dissimilarities in the input space and
dissimilarities in the feature space behave similarly:

δ1
δ2
≈

exp
(
−γδ21

)
exp (−γδ22)

,

where we denote by δi = ‖ · ‖ (i ∈ {1, 2}) the Euclidean distance between the
truncated Fourier transformations of two arbitrary observations. One solves for
γ and sets

γ =
− ln

(
δmin

δavg

)
δ2avg − δ2min

, (11)

with the quantities δmin :=
∥∥xq − x1−NN(q)

∥∥, δavg := 1
n−1

∑
i6=q ‖xq − xi‖, and

q := arg min1≤i≤n
∥∥xi − x1−NN(i)

∥∥. Here, 1−NN(k) denotes the index of the
nearest neighbor of xk, i.e., the transformation with the smallest distance in the
frequency domain to xk. Hence, xq is the time series with the smallest distance to
its nearest neighbor. δmin is the smallest distance between the Fourier coefficients
of any two time series, and δavg is the average distance of all time series to xq
w.r.t. their Fourier coefficients. (11) allows accounting for the characteristics of
the frequencies observed.

4.2 MK-TSOD Algorithm

Figure 1 provides an intuitive schematic representation of the proposed algo-
rithm, which we elaborate in what follows.

To merge kernel kGAK and the proposed kernel kFFT , we first recall a prop-
erty of kernels [22, Lemma 4.5] that allows their combination. We then detail
how we adapt MKL to SVDD in order to optimize over the free parameter that
results from the kernel combination, and conclude the section with the presen-
tation and runtime analysis of the full algorithm.



Lemma 1 (Additivity). Let X be a set, β ≥ 0, and k, k1, and k2 be kernels
on X . Then βk and k1 + k2 are kernels on X as well.

With Lemma 1, a convex combination with weight w ∈ [0, 1] of GAK kernel
kGAK and the proposed kernel kFFT is a valid kernel that takes the form

k(x, y) = w · kGAK (x, y) + (1− w) · kFFT (x, y),

and incorporates information of both the time and the frequency domain of
x, y ∈ X .

More generally, the MKL problem [18] is to find the Lagrange multipliers αi
of a kernel machine and the weights w = (w1, . . . , wM )T for a convex combination
k of kernels km given by

k(x, y) =

M∑
m=1

wmkm(x, y), s.t. wm ≥ 0 ∧
M∑
m=1

wm = 1. (12)

It follows from Lemma 1 and an induction argument that (12) defines a valid
kernel. To find the solution, we proceed as follows:

The Lagrangian of (2) is

L =
∑
i,j

αiαjk(xi, xj)−
∑
i

αik(xi, xi).

Combining this with k(x, y) from (12), we obtain the MKL problem for SVDD

L =

l∑
i,j=1

αiαj

M∑
m=1

wmkm(xi, xj)−
l∑
i=1

αi

M∑
m=1

wmkm(xi, xj).

To optimize w.r.t. w, [18] propose SimpleMKL, a gradient descent-based ap-
proach. Hence, we compute the partial derivative w.r.t. wm, which for SVDD
takes the form

∂L

∂wm
= αTKmα−αTdiag(Km)

with Gram matrix Km associated with kernel km, and then apply their frame-
work: In the present case, M = 2, k1 = kGAK , and k2 = kFFT . Performing
the gradient descent optimization yields a weight w so that the volume of the
hypersphere is again minimized.

Algorithm 1 presents MK-TSOD in full. The method has a total of five
parameters. We recommend values for T, σ2, and t in Section 5.1. Parameter γ
is set according to (11); C is set by (1).

4.3 Complexity Analysis

The runtime of MK-TSOD depends on that of computing the Gram matrices
for kernels kFFT , kGAK , and on that of solving the MKL problem. For a worst-
case scenario, we assume that the longest time series is of length n, and that



Algorithm 1 MK-TSOD

Require: Time series X = {x1, . . . , xl}, outlier ratio θ
1: C ← 1/(l · θ) . Equation (1)
2: KkFFT = [kFFT (xi, xj)]ij for i, j = 1, . . . , l . Equation (10)
3: KkGAK = [kGAK(xi, xj)]ij for i, j = 1, . . . , l . Equation (8)
4: w,α← MKL(KkFFT ,KkGAK , C) . Equation (12)
5: K← w1 ·KkFFT + (1− w1) ·KkGAK

6: R2 ← (K)kk − 2
∑l

i=1 αi(K)ik + αTKα . Equation (4)
7: outliers ← ∅
8: for xi ∈ X do
9: if (K)ii − 2

∑l
j=1 αj(K)ij + αTKα > R2 then . Equation (3)

10: outliers ← outliers ∪ xi
11: return outliers

one observes l time series. Then the runtime of kGAK per pair of observations
is in O

(
n2
)

[8]. As the Gram matrix computes all pairwise combinations, its

computational cost is O
(
n2l2

)
. Computing the Fourier coefficients of a time se-

ries of length n has a complexity of O (n log(n)), and, by the same reasoning
as before, obtaining the corresponding Gram matrix costs O

(
n log(n)l2

)
. The

worst-case bound for an optimal solution of SVDD is O
(
l3
)

[4]. As the number
of SimpleMKL iterations is bounded and does not depend on l [18], running Sim-
pleMKL does not affect the worst-case estimate. Putting the previous estimates
together, we obtain a total runtime complexity of O

(
n2l2 + n log(n)l2 + l3

)
.

While the worst-case complexity is relatively high, the actual runtime is
reasonable for practical applications and often lower than that of competitors,
as our experiments show. In practice, one typically uses an approximate solver,
such as sequential minimal optimization (SMO; [17]), which yields a solution to
the SVDD problem (2) in O

(
l2
)
; this reduces the runtime cost.

5 Experiments

In our experiments, we compare the proposed technique to the state of the art,
both in terms of outlier detection quality and runtime; we also conduct a pa-
rameter sensitivity and ablation analysis. We start by describing the experiment
setup (Section 5.1), collect the results w.r.t. balanced accuracy, runtime, and
parameter sensitivity in Section 5.2, and compare to ablations in Section 5.3.

5.1 Setup

Metrics & Evaluation. Our experiments evaluate the balanced accuracy
(BA), which is commonly used for outlier detection tasks. We repeat each exper-
iment 10 times, keeping the normal data but sampling a different set of outliers,
and report the mean score and standard deviation. We run all algorithms on a
server running Ubuntu 20.04 with 124 GB RAM, and 32 cores with 2 GHz each.



Table 1: Summary of the 15 data sets. Length is the length of the time series
in the respective data set, #N / #O is the absolute count of normal and out-
lying observations, and #C (N) is the number of classes in the original data set
together with the class set as normal.

Data set Length #N / #O #C (N)

ArrowHead 251 65 / 3 3 (2)
CBF 128 310 / 16 3 (2)
Ch.Concent. 166 1000 / 52 3 (1)
ECG200 96 133 / 7 2 (1)
ECGFiveDays 136 442 / 23 2 (1)
GunPoint 150 100 / 5 2 (1)
Ham 431 103 / 5 2 (1)
Herring 512 77 / 4 2 (1)
Lightning2 637 73 / 3 2 (1)
MoteStrain 84 685 / 36 2 (1)
Strawberry 235 351 / 18 2 (1)
ToeSeg1 277 140 / 7 2 (0)
ToeSeg2 343 124 / 6 2 (0)
Wafer 152 6402 / 336 2 (1)
Wine 234 57 / 3 2 (1)

Data Sets & Data Preparation. We follow the approach by [11,10] and adapt
time series classification data sets from the UCR repository [1,9] to our setting.
To improve comparability, our process mirrors the selection and preprocessing
from [2] but we exclude data sets with fewer than 50 time series [2, Table 1],
due to their small size. Specifically, for binary classification problems, we choose
the majority class as “normal” class, and for multiclass classification problems,
we set the class that is visually the most distinct as “normal”. We then sample
5% of the observations from the respective other class(es), which constitute the
“outliers”. This yields 15 diverse data sets. Training sets include the outliers,
as this is closer to real-world settings, but the outliers are regenerated between
runs. Table 1 summarizes the respective characteristics of the data sets.2

Configurations. In the following, we detail the parameter settings for each
algorithm. We start with a recommendation for the parameters of our algorithm.

MK-TSOD. We set the regularization parameter C as in (1) with an ex-
pected outlier ratio θ = 0.05. For kGAK , we follow the recommendation of
[8] and set σ2 = a2 · median(‖x − y‖) ·

√
median(|x|), with a = 1.5, and

T = b · median(|x|), with b = 0.5. We vary factors a, b in the parameter sen-

2 We abbreviate the data sets “ChlorineConcentration”, “ToeSegmentation1”, and
“ToeSegmentation2” as “Ch.Concent.”, “ToeSeg1”, and “ToeSeg2”, respectively.



sitivity analysis. To solve the optimization problem (2), we use libsvm3, which
we adapt to use precomputed Gram matrices with SVDD. We set the smoothing
parameter γ of the Fourier transform-based kernel using (11), and set t = 20,
based on the parameter analysis we present at the end of the section. The code
for reproducing our experiments is available on GitHub.4

SVDD with DTW. As a baseline, we use kDTW (9) with SVDD; recall
that while the approach is theoretically unsound, it has shown good results
in practice. Because of the absence of a heuristic, we set γ = 1. We set the
regularization parameter C as in MK-TSOD.

HDR and α-hull. We use the reference implementations provided by the
authors together with the recommended parameters.5

DOTS. We set the regularization parameter λ to 0.045, and the number
of medoids k to the number of classes per data set, as recommended by the
authors, and use their reference implementation.6 To compute the BA, we cut
off the ranking based on the expected ratio of outliers, which is 0.05.

ADSL. We set the maximum number of iterations to 1000, k = 0.02, and
l = 0.2, as in [2]. We obtained the code from the authors.

LOF with DTW. As an additional baseline, we combine the well-known
Local Outlier Factor (LOF; [5]) with DTW in place of the Euclidean distance. As
LOF is sensitive to the amount of neighbors n to consider, we set n ∈ {5, 10, 20}
and report the best results.

5.2 Results

Performance. Table 2 shows the average Balanced Accuracy (BA).7 N/A in-
dicates that the respective algorithm did not complete a single run in 24 hours.

One sees that MK-TSOD achieves the best score on 9 out of 15 data sets with
the BA metric, and that LOF-DTW performs second best, that is, it performs
better than the competitors.

Runtime. We measure the absolute runtime of each algorithm w.r.t. the number
and length of times series. We use the data set featuring the longest time series,
Lightning2, and simulate different input configurations. To vary their length, we
sub- or oversample the measured points. To vary the size of the set, we sub-
or oversample the time series themselves. When oversampling, we add Gaussian
noise with a standard deviation of 10−3. This mimics that real-world data does
not consist of duplicates only.

Figure 2 shows our results. MK-TSOD is slower than HDR and α-hull but
faster than ADSL and DOTS w.r.t. the number of time series. However, the
slope of MK-TSOD and DOTS is similar, so differences in runtime might be due

3 https://www.csie.ntu.edu.tw/~cjlin/libsvm/
4 https://github.com/flopska/mk-tsod/
5 https://github.com/robjhyndman/anomalous-acm
6 https://github.com/B-Seif/anomaly-detection-time-series
7 Here, MK denotes MK-TSOD; DTW denotes DTW-SVDD.

https://www.csie.ntu.edu.tw/~cjlin/libsvm/
https://github.com/flopska/mk-tsod/
https://github.com/robjhyndman/anomalous-acm
https://github.com/B-Seif/anomaly-detection-time-series


Table 2: Mean BA over 10 runs. Bold print highlights the best results.

Data set MK DTW HDR DOTS α-hull ADSL LOF-DTW

ArrowHead 0.70± 0.2 0.58± 0.2 0.67± 0.1 0.51± 0.1 0.67± 0.2 0.49± 0.0 0.52± 0.1
CBF 0.66± 0.0 0.49± 0.1 0.50± 0.0 0.49± 0.0 0.50± 0.0 0.50± 0.0 0.65± 0.1
Ch.Concent. 0.49± 0.0 0.48± 0.0 0.50± 0.0 0.50± 0.0 0.50± 0.0 0.50± 0.0 0.63± 0.0
ECG200 0.67± 0.1 0.55± 0.1 0.50± 0.0 0.55± 0.1 0.50± 0.1 0.52± 0.0 0.65± 0.1
ECGFiveDays 0.64± 0.0 0.58± 0.0 0.52± 0.0 0.54± 0.0 0.52± 0.0 0.50± 0.0 0.77± 0.0
GunPoint 0.72± 0.1 0.61± 0.1 0.49± 0.0 0.64± 0.1 0.50± 0.0 0.62± 0.1 0.70± 0.1
Ham 0.51± 0.1 0.48± 0.1 0.49± 0.0 0.48± 0.0 0.49± 0.0 0.49± 0.0 0.49± 0.0
Herring 0.52± 0.1 0.51± 0.1 0.50± 0.1 0.50± 0.1 0.47± 0.0 0.50± 0.0 0.50± 0.1
Lightning2 0.57± 0.2 0.49± 0.2 0.48± 0.0 0.50± 0.1 0.51± 0.1 0.64± 0.1 0.72± 0.2
MoteStrain 0.70± 0.0 0.62± 0.1 0.52± 0.0 0.61± 0.0 0.52± 0.0 0.51± 0.0 0.55± 0.0
Strawberry 0.69± 0.1 0.70± 0.0 0.47± 0.0 0.68± 0.0 0.48± 0.0 0.56± 0.0 0.76± 0.0
ToeSeg1 0.65± 0.1 0.50± 0.1 0.49± 0.0 0.47± 0.0 0.48± 0.0 0.61± 0.0 0.73± 0.1
ToeSeg2 0.67± 0.1 0.48± 0.1 0.51± 0.0 0.48± 0.0 0.52± 0.0 0.60± 0.0 0.61± 0.1
Wafer 0.65± 0.0 0.64± 0.0 0.49± 0.0 N/A 0.49± 0.0 0.50± 0.0 0.56± 0.0
Wine 0.48± 0.1 0.50± 0.1 0.60± 0.1 0.56± 0.1 0.65± 0.2 0.54± 0.1 0.58± 0.1
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Fig. 2: Runtime analysis. We report the median runtime of five independent runs.

to implementation details. The difference to DTW-SVDD and LOF-DTW is
negligible. Regarding the length of time series, the figure shows that MK-TSOD
and DTW-SVDD scale better than ADSL and DOTS, but worse than HDR and
α-hull. Again, LOF-DTW scales similar to MK-TSOD, as expected.

Parameter Sensitivity Analysis. We study the sensitivity of MK-TSOD
w.r.t. parameters σ, T (the smoothness and the width of the window of kGAK ),
and t (the number of Fourier coefficients for kFFT ). Figure 3 shows the average
results obtained over all data sets from Table 1. When varying one parameter,
we keep the others fixed at their recommended values.

We see that for changes in σ, BA stays nearly constant from x = 1.5. The
figure also shows that the width T of the band considered for alignments does not
influence the result by much. However, we see a slight increase for the BA metric
at T = 0.2. This indicates that focusing on local similarities proves beneficial
for the data sets considered. For the number of Fourier coefficients t, we see
that the best performance is obtained for t = 20, with a slight decline for larger
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Fig. 3: Influence of the factors a, b for the median heuristics for σ, T , and influence
of parameter t. We report the median BA of five independent runs.

values. We hypothesize that using more than 20 coefficients approximates the
time series too closely, and the algorithm cannot generalize, that is, it overfits.
Altogether, we see that MK-TSOD is robust w.r.t. its parameters.

5.3 Ablation Analysis

We consider alternative designs of the proposed method. Instead of combining
multiple kernels, we run SVDD with the individual kernels kFFT (FFT-SVDD)
and kGAK (GAK-SVDD) and compare their results to the ones obtained with
MK-TSOD in terms of the average balanced accuracy over five draws of outliers.
The settings of the individual kernels are the same as in Section 5.1.

Table 3: Ablation analysis. Mean BA over five runs. Bold print highlights the
best results.

Data set MK-TSOD FFT-SVDD GAK-SVDD

ArrowHead 0.70± 0.2 0.65± 0.1 0.61± 0.2
CBF 0.66± 0.0 0.60± 0.1 0.66± 0.0
Ch.Concent. 0.49± 0.0 0.52± 0.0 0.48± 0.0
ECG200 0.67± 0.1 0.63± 0.1 0.62± 0.1
ECGFiveDays 0.64± 0.0 0.65± 0.0 0.62± 0.1
GunPoint 0.72± 0.1 0.65± 0.1 0.64± 0.1
Ham 0.51± 0.1 0.47± 0.1 0.50± 0.1
Herring 0.52± 0.1 0.49± 0.1 0.51± 0.1
Lightning2 0.57± 0.2 0.67± 0.1 0.47± 0.1
MoteStrain 0.70± 0.0 0.62± 0.0 0.67± 0.1
Strawberry 0.69± 0.1 0.71± 0.1 0.73± 0.0
ToeSeg1 0.65± 0.1 0.65± 0.1 0.62± 0.1
ToeSeg2 0.67± 0.1 0.55± 0.1 0.57± 0.1
Wafer 0.65± 0.0 0.62± 0.0 0.65± 0.0
Wine 0.48± 0.1 0.54± 0.1 0.42± 0.0



Table 3 shows the results (with the standard deviation) of our ablation study.
MK-TSOD achieves the largest BA on 10 out of 15 datasets; SVDD with the
kFFT kernel performs best on 5 datasets, and SVDD with the kGAK kernel has
the best score on 3 data sets (including ties). The proposed algorithm can lever-
age the respective strengths of the kernels. Considering the unsupervised setting,
where parameter optimization — including kernel selection — is typically infea-
sible in practice, this result indicates that MK-TSOD provides a good default
choice, often improving performance over employing a single kernel.

6 Conclusions

This paper tackles the long-standing problem of detecting outliers in a set of
time series, for which we propose a new method, MK-TSOD. It builds on SVDD
and combines global alignment and Fourier transform kernels, taking the time
and frequency information of time series into account. The parameters of MK-
TSOD are either intuitive to set or we recommend heuristics. Our evaluation
shows that MK-TSOD achieves state-of-the-art performance, and outperforms
existing approaches w.r.t. the balanced accuracy metric on 9 out of 15 standard
benchmark data sets.
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